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Reliable & Scalable network that address 
Current & Future business and consumer needs 

Voice  & 
Video over 

IP (VoIP) 
VPN Services 

DR Sites 

Data Center  
& Multimedia 

Conference 
High Speed 

Internet 





Parameters 
ISDN/Dial 

up DSL ION 

Wireless 

Licensed Unlicensed Satellite 
 Distance 
Limitation 

High High Low Medium High Low 

Bandwidth 
Limitation 

High Medium Low High High High 

Latency High High Low Medium Medium Medium 

Interference Low High Low Medium High Medium 

Security Low Low High Medium Low Medium 

Geographica
l Limitations 

High Normal High Low Low Low 

Onetime 
Cost 

Low Normal Medium Medium High Low 

Reliability Low Low High Medium Low Medium 

Scalability Low Low High Low Low Low 





Access network bottleneck 
local area networks 
  use copper cable 
  get high bandwidth over short distances  

core networks 
  use fiber optics 
  get high bandwidth over long distances 
  small number of active network elements 

access networks (first/last mile)  
  long distances 

  so fiber would be the best choice 
  many network elements and large number of endpoints  

  if fiber is used then need multiple optical transceivers 
  so copper is the best choice 
  this severely limits the bandwidth 



Fiber To The Curb 
Hybrid Fiber Coax  and  VDSL 
  switch/transceiver/miniDSLAM located at curb or in basement 
  need only 2 optical transceivers (but not pure optical solution) 
  lower BW from transceiver to end users 
  need complex converter in constrained environment 

N end 
users core 

access 
network 

fiber 

 copper 



Fiber To The Premises 
we can implement point-to-multipoint topology purely in optics 
  but we need a fiber (pair) to each end user 
  requires 2 N optical transceivers 
  complex and costly to maintain 

N end 
users core 

access 
network 



Active Solution 
deploy intermediate switches   
  (active) switch located at curb or in basement 
  saves space at central office 
  need 2 N + 2 optical transceivers  

N end 
users 

core 

access network 

feeder fiber 

fiber  



The PON solution 
another alternative - implement point-to-multipoint topology purely in optics 
  avoid costly optic-electronic conversions  
  use passive splitters – no power needed, unlimited MTBF 
  only N+1 optical transceivers (minimum possible) ! 

1:2 passive splitter 

1:4 passive splitter 

N end users 

feeder fiber 

core 

access 
network 

typically N=32 

max defined 
128 



OLT 

OLT 

OLT 

OLT 

Office 

   



Power 
Outage 

Complete 
Outage 

Power 
Outage 

No 
Service 
Outage 



GPON Edge 

Feature	
   Active Ethernet	
   GPON	
  
Maximum Download 
Bandwidth	
   100/1000Mbps	
   2.5Gbps	
  
Maximum Upload 
bandwidth	
   100/1000Mbps	
   1.25Gbps	
  

Access Interfaces	
   10/100/1000 Ethernet	
  
10/100/1000 Ethernet, 

E1, POTS	
  

Power Consumption	
   High	
   Low	
  
Availability (Power 
Outages)	
   Medium	
   High	
  

Reliability/Redundancies	
  
Only Core Ring, No 

Access	
  
Core Ring & Access 

both	
  





PON Architecture 



Terminology 
like every other field, PON technology has its own terminology 
  the CO head-end is called an OLT 
  ONUs are the CPE devices (sometimes called ONTs in ITU) 
  the entire fiber tree (incl. feeder, splitters, distribution fibers) is an ODN 
  all trees emanating from the same OLT form an OAN 
  downstream is from OLT to ONU (upstream is the opposite direction) 

downstream 

Optical Network Units 

upstream 

Optical Distribution Network 
NNI 

Terminal 
Equipment 

UNI 

core 

splitter 
Optical Line 
Terminal 

Optical Access 
Network 
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