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A Brief Summary of the 
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DC and Cloud Service Challenges

�Seamless Service Delivery

�Data Integrity, Security and Response times

�Mobility and Interconnectivity

�Traffic modeling

�Integration (physical devices, content, orchestration)

�Data Transport

�Service Delivery



DC and Cloud Services Attributes

� Computing
� Leasing out computing resources
� Off loading of computing needs
� On demand allocation of computing resources

� Storage
� Storage space� Storage space
� Hosting services
� Data protection and redundancy

� Network
� Network services
� Service based network services
� Virtualization and Security



Content Provider Backbone architecture

InternetInternetInternetInternet

(Shared resource in the world, Best effort,      
No SLA Guarantee) 

Japanese  
End-user

France      
End-user

Service DC

No SLA Guarantee) 

CP backbone connect its UserAccess-DC and Service-DC.

User-Access DC



Dedicated DCI for Content Providers

ServiceDC Layer

South-North Traffic

East-westTraffic

User Layer

User Access DC 
Layer

Tencent Service Model 



Key Requirements for DCI Network

DC1DC1DC1DC1
Tenant 1

Tenant 2

VDC1
VDC2

DCIDCIDCIDCI NetworkNetworkNetworkNetwork

Tenant’s virtual-DC across 
multi-DCs Tenant’s DCI traffic need SLA 

guarantee

DC3DC3DC3DC3

DC2DC2DC2DC2

Tenant 3

10G LINK10G LINK10G LINK10G LINK

DC4DC4DC4DC4

Tenant  4

VDC3
VDC4

Operators want to maximize and 
optimize  the utilization of DCI 
network 



Resource Conflict in Multi-Tenancy

DC2DC2DC2DC2

DC1DC1DC1DC1

10G,6ms

Tenant A , DC1--DC2
SLA(8G,<20ms)

Tenant B , DC1--DC2
SLA(6G,<10ms)

X

� Tenant A is first user, it uses shortest path

� Tenant B is next user, only one path can meet its SLA, but there is not enough BW

� Reason? - Lack of global SLA information for effective Traffic Engineering



Unbalanced usage of network resources

DC2DC2DC2DC2DC1DC1DC1DC1

40G, 95%

10G, 0%

� Without global traffic information, some hot links always reach its threshold

� Legacy asset(low speed port) cannot be used effectively

� Reason? - Lack of global view of network and fine flow management capability 

10G, 0%



What causes these challenges
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Abstraction
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Example Transport Network Physical Topology
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Legend:
DC = Data Center
N = switching node 
ER = End user Region
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Service Specific Topology Reduction

lowest 
latency

Communicating Nodes:
("A4","B9"), ("A14", "B4"), ("B28","E5"), and  
("A17","D4").  

lowest cost

high reliability



VN Client 
Controller 1

VN Client
Controller 2

VN Client
Controller 3

Controller 
Network 

Controller 
Flow-visor/Mediation Function 
isolation, policy enforcement,
Network resource slicing 

Network Architecture

CVNI (Client Virtual Network Interface)
Virtual Network Control (VNC)
- Virtual Network Topology (VNT)
- Service Connection

Network resource slicing 
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CDPI (Control Data Plane Interface)

“Direct and virtual synergy” – Huawei @NTDG of ONF, 2013



VN Client 
Controller 1

VN Client
Controller 2

VN Client
Controller 3

Controller 
Network 

Controller 

Virtual Network Service Request

VNS Request
{ EPs= A, B, C, D;
Max Shared b/w = 10Gbps;
Granularity = L} 

VNS Request
{ EPs= a, b, c; 
Min b/w = 10Gbps;
Granularity = M} 

b
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“Direct and virtual synergy” – Huawei @NTDG of ONF, 2013



VN Client 
Controller 1

VN Client
Controller 2

VN Client
Controller 3

Controller 
Network 

Controller 

Virtual Network Service Reply

VNT for Client 1

A
B

C

D
a

b

c
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VNT for Client 1 VNT for Client 3

“Direct and virtual synergy” – Huawei @NTDG of ONF, 2013



7.4
8.3

3.2

VN Client 
Controller 1

VN Client
Controller 2

VN Client
Controller 3

Controller 
Network 

Controller 

Service Connection Request

Request
{ Connect 1.7, 3.2;
b/w = 3Gbps;} 

Direct 

Virtual 
Control
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D
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“Direct and virtual synergy” – Huawei @NTDG of ONF, 2013



5.1

2.3

VN Client 
Controller 1

VN Client
Controller 2

VN Client
Controller 3

Controller 
Network 

Controller 

Service Connection Request

Requests
{ Connect 2.3,2.c ; 
Connect 8.a,8.6;

BW = 10 Gbps }

2.a 2.c
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“Direct and virtual synergy” – Huawei @NTDG of ONF, 2013



Centralized TE

Centralized TE controller

E2E Path 
Provisioning

Global View Path Computation Element 

OF 

Controller

Label 

Management

Label 

Distribution

TEDB LSPDB

Open Constrained 
Path Computation

Resource 
Abstraction

Requirement 
Abstraction

Centralized TE controller

Simplified Device

OF Agent

Forwarding 

Plane

OpenFlow 1.3 Protocol



Open Constrained Path computation

Open Constrained 
Path Computation

Diverse SLA 

requirement from 

tenants

Customized target 

from operator
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Customized target

Open Constraints

Open capability is not only in Function but also in Algorithm

from operator



Centralized TE for DC multi-tenants SLA management

SmartTE

Topology
OF 

Controller

Tenant and 
Service PathTE/SLA DB

Open-C 
Algorithm

Open API

 

 

 
 

 

 

 

 
 

OF1.3

 

Centralized TE manage Multitenants SLA

• Integrate tenant and service path management. 

Balancing utilization of whole network  

• Monitor link utilization and balance form global 
view. 

Open Interface for easy integration

• Restful API and xStack plug-in make it easily 
integrated. 



Open API of Centralized TE Controller

Orchestrator 3rd PartyOSS 

Service provisioning

xStack Plug-in

Abstraction of  TE Controller:

�Resource Management

� Topology Query 

� Resource Query

�Tenant Management

Service management Service innovation

RESTful API 

Centralized TE Abstraction

OF Device OF Device

LSDB TEDB

� Create/Delete Tenant

o Add/Del tenant’s site

o Add/Del tenant’s SLA path

o Tenent Mobility      

� Global SLA Path Management      



Interoperability and Compliance

What are you 
talking about? 
Our solution is 

perfect!!!

Do you follow the 
standards？
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Interoperability challenges

� How to guarantee controller can establish a E2E service use different vendor’s 
OpenFlow Device?

� One vendor implements service using 5 match tables, other vendors maybe use 3 
or 8 match tables.  How to guarantee interoperability in these environments?

� ONF establishes Forwarding Abstraction WG to solve this problem.

� FAWG define TTP(Table Typing Pattern) for each service by OpenFlow.

� Demonstrated VPLS and TE TTP design and proposing to FAWG for discussion.

OF Controller

Other vendor 
device

Other vendor 
device



Example - Implementation in OpenFlow 1.3

SPE2
UPE1

OF Controller

1. OFPT_FLOW_MOD, 
IN_PORT_TBL

2. OFPT_FLOW_MOD, MAC_TBL,
point to GROUP for BMU packets
3. OFPT_GROUP_MOD, 
broadcast to all PWs and ACs

1. OFPT_FLOW_MOD, 
MPLS_VPN_UC_TBL,  pop vpls label
2. OFPT_FLOW_MOD, MAC_TBL, 
point to GROUP for BMU packets
3. OFPT_GROUP_MOD, 
broadcast to all PWs and ACs

1. OFPT_FLOW_MOD, 
MPLS_VPN_UC_TBL, pop vpls label
2. OFPT_FLOW_MOD, MAC_TBL, 
point to GROUP for BMU packets
3. OFPT_GROUP_MOD, 
broadcast to all ACs

UPE1
SPE1

PW(HUB) PW(SPOKE)

VSI1 VSI1 VSI1

SPE1’s pipeline 
IN_PORT_TBL

MAC_TBL

Unicast

MPLS_UC_TBL
Or output to AC

GROUP

MPLS_UC_TBL

BMU

UPE1’s  pipeline 

MPLS_VPN_UC_TBL

MAC_TBL

MPLS_UC_TBL
Or output to AC

GROUP

MPLS_UC_TBL

BMU 
Unicast

SPE2’s  pipeline 

MPLS_VPN_UC_TBL

MAC_TBL

MPLS_UC_TBL
Or output to AC

GROUP

MPLS_UC_TBL

MPLS_UC_TBL

BMU Unicast



DCI Demo Details

� Topology, device….

OpenFlow 1.3 PE SDN Controller



The Framework of SDN For DC--SmartTE

SmartTE

SP Portal

Topology OF Controller
Tenant and 

Service Path

TE/SLA DB Open-C AlgorithmOpen API

Tenant 
Portal

Plugin/Restful API

Orchestrations (OpenStack/CloudStack)

Topology OF Controller
Service Path

OF Agent

OF Agent OF Agent

OF Agent

OF Agent

OpenFlow1.3

DC Controller

NE40E

NE40ENE40E

NE40E

NE40E



Benefits

� Centralized TE management for tenant data path with global view

� Auto Provisioning of tenant’s VPN/Bandwidth services

� Visualization of DC resources and tenant data path

� Real time monitoring of tenant traffic and network utilization

� Open Interface to integrate with Orchestrator/OSS/NMS� Open Interface to integrate with Orchestrator/OSS/NMS

� Built on Open Standards 



Thank YouThank You
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