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Agenda

• Network Monitoring Technologies.
• Introduction to TIG Stack.
• What is Telemetry?
• Drawback of SNMP.
• Need for Telemetry based monitoring.
• Micro Burst traffic monitoring.
• Customized threshold based alert generation.
• Legacy device monitoring support in TIG stack using SNMP.
• Things to consider before deployment.

2



Network Monitoring Technologies

Ø1990s & 2000s: 
• Simple Network Management Protocol (SNMP) became widely 

adopted for network monitoring.
• RMON (Remote Monitoring) was introduced, allowing for remote 

monitoring of network devices and traffic.
• NetFlow was introduced by Cisco, providing detailed network traffic 

analysis and flow monitoring.
• Application Performance Monitoring (APM) emerged as a new focus 

in network monitoring, providing application-specific monitoring and 
user experience monitoring.
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Network Monitoring Technologies(Contd.)

Ø2010s:
• Flow-based monitoring became more popular, providing 

comprehensive network traffic analysis and real-time monitoring.
• Telemetry emerged as a new technology in network monitoring, 

offering real-time visibility and more efficient troubleshooting. 
Ø2020s:
• Cloud-based network monitoring became increasingly important, 

offering scalability and ease of deployment.
• New technologies continue to emerge, such as 5G network monitoring 

and software-defined networking (SDN) monitoring.
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Introduction to TIG Stack
TIG stack is a combination of three open-source tools used for monitoring and 
analyzing data in real-time:
• Telegraf: A plugin-driven server agent used for collecting and reporting metrics 

from various sources, including systems, applications, and databases.
• InfluxDB: A time-series database used for storing and querying large amount of 

data in real-time.
• Grafana: A data visualization and analysis platform used for creating and sharing 

real-time dashboards, and alerts.
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What is Telemetry?

Telemetry is a remote data collection technology that provides real-time, 
high-speed, and accurate network monitoring. 
It uses YANG models to organize data and encodes it in GPB format, 
transmitted through gRPC protocol, improving data collection efficiency 
and facilitating intelligent interconnection. Unlike traditional 
technologies that interact in pull mode, Telemetry can operate in push 
mode.
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Drawback of SNMP

• Due to pull model, collector initiates request and device process it to 
provide response.
• Cannot provide data in millisecond interval.
• Due to periodic query-based system, it cannot accurately monitor the 

network status.
• MIB is unstructured, that creates overhead for collector.
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Why Telemetry?
Advantages of Telemetry over traditional network monitoring 
technologies:

• Pushes data periodically in milliseconds.
• Streams data, gRPC establishes a single long-lived TCP connection between the router and receiver 

for telemetry streaming. 
• Supports advanced monitoring i.e. application-specific monitoring.
• Easily scalable as device initiates the connection.
• Uses YANG models to organize data structurally, resulting in improved data collection.
• Encodes data in the Google Protocol Buffers (GPB) format, which provides an efficient, flexible, 

and scalable solution for data serialization.
• Real-time traffic optimization.
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Methods of Telemetry

There are two methods to stream telemetry data:
• Model-driven telemetry: 

Subscription based streaming from an MDT-capable device.
• Policy-based telemetry: 

Data and frequency is defined in a policy file.

9



Device to Telegraf data flow

“Decode”

ü GPB-Compact
ü GPB-KV
ü JSON Server

Subscription
Sensor-path
Destination

GPB is wire effective (low BW)
JSON is human readable but consumes high BW 10



Three options for Transport 

• Dial out: Router “dials out” to the collector. TCP handshake is initiated by the router.
• Dial In: Router listens passively on a specified port until the collector “dials-in.”
• No telemetry configuration is required on the router for Dial-In since the connection is initiated by the 

server.
• Dial-Out is preferred because it offers greater flexibility.

• TCP dial-out, 
• gRPC dial-out, and 
• gRPC dial-in.
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Telegraf configuration

• Written in Go language
• Plugin-driven (input, output, aggregator, and processor)
• Configuration file is written in TOML format

12



Telegraf configuration(Contd.)

• Telegraf agent global configuration

• Output plugin
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Telegraf configuration(Contd.)

• Telemetry Input plugin configuration for Cisco-XR device
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Sample Configuration in Cisco-XR
telemetry model-driven
destination-group DGroup1
address-family ipv4 server_ip port 57000
encoding self-describing-gpb
protocol grpc no-tls
!
!
sensor-group optics
sensor-path Cisco-IOS-XR-controller-optics-oper:optics-oper/optics-ports
sensor-path Cisco-IOS-XR-controller-optics-oper:optics-oper/optics-ports/optics-port/optics-info
sensor-path Cisco-IOS-XR-controller-optics-oper:optics-oper/optics-ports/optics-port/optics-lanes/optics-lane
!
sensor-group interfaces
sensor-path Cisco-IOS-XR-pfi-im-cmd-oper:interfaces/interface-summary
sensor-path Cisco-IOS-XR-bundlemgr-oper:bundles-adjacency/nodes/node/brief
sensor-path Cisco-IOS-XR-infra-statsd-oper:infra-statistics/interfaces/interface/latest/generic-counters
sensor-path Cisco-IOS-XR-qos-ma-oper:qos/interface-table/interface/member-interfaces/member-interface/output
!
subscription optics_sub
sensor-group-id optics sample-interval 900000
destination-id DGroup1
!
subscription interfaces_sub
sensor-group-id interfaces sample-interval 300000
destination-id DGroup1
!
!
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Subscription status
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What kind of data does the sensor-path transmit?
Command: run mdt_exec -s Cisco-IOS-XR-infra-statsd-oper:infra-statistics/interfaces/interface/latest/generic-counters 

17



InfluxDB terminologies
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InfluxDB line protocol

InfluxDB line protocol is a text-based format used for writing data into InfluxDB. 
It is a compact and efficient way of representing data points in a single line, making 
it ideal for high-volume data ingestion.
Telegraf sends data to InfluxDB in line protocol format after applying configured 
preprocessing of raw data.
Format: measurement[,tag_name=tag_value] field1=value1,field2] [timestamp]

Example: telegraf,location=Dhaka temp=45,humidity=60 16414173170000000
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InfluxDB matrix view
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Grafana Dashboard of Cisco XR Router
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Grafana Dashboard of Cisco XR Router(Contd.)
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Flux Query to build dashboards

This query will 
• Get data from ..generic-counters measurement
• Filter selected interface out direction traffic 
• Calculate non-negative difference between counter values
• Convert to Mbps unit at 5 sec interval
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Applications of TIG stack and Telemetry

• Large scale high resolution real-time traffic monitoring.
• Microburst traffic detection.
• Customized alarm generation. 
• SNMP & Telemetry monitoring from single platform.
• Secured application development using InfluxDB real-time data.
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Monitoring with high resolution

5 sec

30 sec 25



Monitoring with high resolution(Contd.)

60 sec

300 sec 26



Monitoring with high resolution(Contd.)

• Identify microburst traffic, potential network congestion and 
bottlenecks.
• As the number of microbursts increases, the service retransmission 

rate goes up, leading to a decline in the quality of network 
communication.
• Capacity planning and ensure that network has enough resources to 

meet the demands of users and applications.
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Customized alarm generation 
• A Python script is created to retrieve real-time optics data from InfluxDB. The script then generates 

an organized alarm by verifying the threshold value of each link in a separate Django web 
application, which is intended for the NOC team to take action for optical power degradation 
incidents.
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Alarm notify in Telegram group from Grafana
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Real-time report from multiple databases
Grafana can be used for preparing reports from multiple data sources and 
combining results.
Example: SYSLOG database to Grafana OSPF flap reporting dashboard
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Legacy device monitoring with SNMP in TIG

• Devices that do not support Telemetry can also be integrated within 
TIG stack using SNMP.

Cisco A901-12C-F-D interface utilization monitoring using SNMP in Grafana 31



Legacy device monitoring with SNMP(Contd.)

Huawei ATN 910D-A model router optics monitoring in Grafana using SNMP
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Things to consider before deployment

• InfluxDB version 1.x or 2.x, scalability.
• Series cardinality optimization.
• Higher CPU, RAM, IOPS for OSS/Enterprise solutions. 
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