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Anycast Technology

• An anycast cloud is a distributed cluster of identical instances 
of a server, each typically containing identical data, and 
capable of servicing requests identically. 

• Each instance has a regular unique globally routable IP 
address for management purposes, but… each instance also 
shares an IP address in common with all the others. 

• The Internetʼs global routing system (BGP) routes every query 
to the instance of the anycast cloud that is closest in routing 
terms to the user who originated the query.
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Anycast technology (ii)

http://ns.pch.net


Anycast technology (iii)
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• PCH and its precursors have run production anycast services 
since 1989. 

• Bill Woodcock (PCH) and Mark Kosters (then at Verisign) first 
proposed the idea of anycasting authoritative root and TLD 
DNS at the Montreal IEPG in 1995. 

• PCH began operating production anycast for ccTLDs and in-
addr zones in 1997. 

• PCH first hosted an anycast production of a root name server 
in 2002. 

• We operate services through IPv6 since 2000.

Anycast for DNS



PCH’s Anycast Cloud (AS42)

Evolution of PCH’s Anycast Network (1993 - Present)
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• 260 unique anycast nodes in all 
five continents 
• 28 global nodes (high traffic nodes) 

• 160 cities in five continents 
• 38 in APNIC region 
• 38 in RIPE region  
• 30 in AFRINIC region 
• 30 in ARIN region 
• 20 in LACNIC region 

• 5000+ unique peering ASNs 

• Secondary authoritative service 
to 400+ TLDs and two letters of 
the DNS root. 
• ~128 ccTLDs 
• ~200 million resource records 



PCH’s 9th Generation Architecture
• Small, medium and full cluster installations 

(regional) 
• Routing Vendor redundancy: Cisco, FRR 
• Servers (Cisco, Dell) with hardware specs 

based on site demand.  
• VMware ESXi clusters, supporting any x86 

64-bits OS.  
• OS redundancy: Centos and Debian 
• Orchestration: Ansible, Salt stack 
• Name server redundancy: Bind, Unbound, 

NSD, Knot DNS.  

• Long term strategic relationship with all 
involved vendors: 
• Cisco, AMD, VMware, ISC and NLNet 

Labs.  

Quad9 Resolver

Root Name Server

TLD Name Server

PCH DNS Node



A day in PCH’s anycast network

DNS queries by IP version
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DNS queries by protocol
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A day in PCH’s anycast network (ii)
DNS queries processed by global and rest of nodes
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DNS queries by region
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Planning Anycast Nodes

• Considerations when planning for new sites
• Invitation from an IX operator to host a DNS node 
• Traffic levels, number of participants and prefixes at the IX 
• Relative location of other nodes (correlates to measurements) 
• Availability of our transit providers 

• Delivering content in some regions is challenging
• Less developed interconnection market in emerging economies 
• Absence of open and neutral exchanges with public peering 
• Large networks won’t be peering at small exchanges

• Requirements:
• Colocation (1ru) and power (200-300 watts) 
• Stable OOB access (50 - 100 mbps) (static route or a full BGP table) 
• 2x IX peering ports (10G at-least)



Operations
• Services run in separated virtual machines 

• Dedicated VMs for root servers, TLDs and monitoring services. 

• Depending on the type of deployment (small/medium/large) and 
type of node (local/global), we announce via BGP a full or a 
partial set of services: 
• Small sites: anywhere in the world, local-only and partial service 

announcements. 
• Medium sites: medium to high-volume locations, local-only and 

partial service announcements. 
• Full sites: global nodes in high volume locations, with full service 

announcements via our transit providers.  

• A failure in the DNS service triggers the removing of the node from 
the routing table by withdrawing its BGP announcement automatically



Monitoring
• Multiple layers of monitoring to proactively detect issues that 

could be leading to a degradation of the service 
• Hardware layer: CPU levels, temperature, RAM. 
• Interconnection layer: ports and traffic levels. 
• Routing layer: AS-PATH and prefix announcements. 
• Service layer: queries per second, replies per second. 

• Passive monitoring tools 
• Nagios with custom plugins for DNS and DNSSEC 
• Netflow monitoring traffic levels 

• Active monitoring of global performance using RIPE Atlas and 
RIPE DNSMon measurements on a regular basis



Planning Your Anycast
• Dynamic Failover: Use of BGP communities and local preferences according to regions and 

PoPs:
• 65000:XYZZ, where X=action, Y=region, ZZ=PoP

• 65000:1101/65000:1102: Same Region, PoP1/PoP2 (Primary/Backup, LP 100).
• 65000:2103: Nearby Region (Region 2, PoP3, LP 90).
• 65000:5105: Distant Region (e.g., Region 5, LP 80).
• 65000:6666: Withdraw route for maintenance or DDoS mitigation.

• IGP routes traffic to the closest resolver within Region 1 (e.g., PoP3 to PoP1 cost 10, PoP2 cost 
20) and to CoreR1 (cost 10) for inter-region failover.

• Failure Cases:
◦ Single PoP Failure: If PoP1 fails, PoP3 routes to PoP2 (OSPF cost 20, 65000:1102, LP 100).
◦ Both PoPs Fail: PoP3 routes to CoreR1 (cost 10), then to Region 2, PoP3 via BGP 

(65000:2103, LP 90).
• Load Balancing: ECMP to distribute load across primary and secondary resolvers within each PoP 

(e.g., PoP1’s resolvers).
• BGP Optimizers: ExaBGP or GoBGP with custom scripts to dynamically adjust BGP communities 

or AS-path prepending for load balancing and DDoS mitigation.
• E.g. AS-path prepending with community 65000:2103 (LP 90) to steer traffic from overloaded 

PoP1 to Region 2, PoP3.



• Redundancy: Two resolvers per PoP, two 
PoPs per region

• Failover: OSPF prioritizes PoP1 (cost 10) 
over PoP2 (cost 20); BGP for inter-region

• Load Balancing: ECMP within PoPs.
• Overflow: BGP 65000:2101, LP 90

Region1-PoP3 IGP
To PoP1: cost 10
To PoP2: cost 20
Region1-PoP3 BGP
Accepts 65000:1101, 65000:1102 with LP 100
Accepts 65000:2103 with LP 90
Accepts 65000:2105 with LP 80 (distant regions)



Other Considerations
• Identifying Which Server is Giving an End-User Trouble - network issue 

(BGP, latency) or DNS software issue? 
• Latency & Error Tracking (per pop metrics, traceroutes, active 

monitoring - RIPE Atlas). 
• Logging & Request Tagging (use of TXT records) 
• Diagnostic endpoints (dig +short whichpop.anycast.example.com) 
• Use of lower TTLs to allow fast failover. 
• Monitoring query rates per POP(Response Rate Limiting / iptables) 
• Long-lived flows (e.g., DNS-over-TCP, DoH/DoT) can break if routes 

change mid-session ('TCP RST / Connection: close headers” to 
encourage re-resolution). 

• Periodically see node performance & scaling (CPU, RAM, Network) 
• The service will perform best if servers are widely distributed, with higher 

density in and surrounding high demand areas 
• Start small (2-3 nodes), test failover, tune performance, validate and 

expand.



Anycast in action (.bd)



Anycast in action (.np)



Measuring from Outside of the network
• Using RIPE atlas probes (https://atlas.ripe.net) 
• Trace-route to “valid destination - anyns.pch.net” 

• up and running 
• the service is operating 
•  we *always* peer with the route server
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https://atlas.ripe.net/measurements/101039666



ASN Connected to 
local IX PCH

151704

24560

134674

24186

133982

Routing in IN

https://atlas.ripe.net/measurements/101037641



ASN Connected to 
the IX PCH
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Routing in BD

https://atlas.ripe.net/measurements/101039666



Routing in BT

https://atlas.ripe.net/measurements/101039666



• Networks don’t peer at the IXP 
• Mis-configurations  
• Wrong AS-SET and Prefix Filters

Why!



• peering_local_pref > transit_local_pref 
• Advertising more specifics to your transit hurts *you*  
• Use modern tools to automate building filters from AS-SETs 
• Connect more Atlas Probes and Anchors

Remember!



“every time you send a packet to 
international destination that could be 

served locally, you are subsiding the internet 
eco-system in that country ”



Thanks for your attention
Dibya Khatiwada 
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