| SP/IXP Networking Workshop Lab

Module 5 —-BGP Configuration EssentialsL ab

Objective: Using the network configured in Module 2, b introduce more BGP Configuration
Essentials for application in ISP networks

Prerequisite: Modules 2, 3 and 4.

Topology :

s0 AS1 sO

Figure1l - BGP ASNumbers
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Lab Notes

This module demongirates some of the more recent features added to BGP in Cisco I10S. These are now
congdered good practice by many of the ISPs in the Internet industry, and are introduced here 1o give
workshop participants hands on experience of these features prior to deployment on their own networks.

Before garting this module, retain the topology and router configurations as used at the start of Module 4.
This requires the removad of all the filtering, route-maps, and community configurations examined in Modules
3and 4.

Recommendation: Remember, if any configuration on arouter is not in use, it should be removed. Surplus
configuration usudly gives rise to delayed error detection and debugging of configurations in cases of routing
problems or other network failures.

The links shown in Figure 1 represents connectivity between AS's. It is assumed that dl the routers within an
AS connect to each other.

Lab Exercises

1. Restore Configuration. Restore the lab configuration to what it was a the start of Module 4/end of
Module 3. The lab should be made up of 4 ASes, each ASis running OSPF internaly, iBGP overlaid on
that, and eBGP between the AS neighbours. Good configuration practices learned in Module 3 should be
retained (for example, use peer-groups for iBGP, soft-reconfiguration if you think it will help you, etc).

2. Path MTU discovery. The default MTU for dl communications originating from the router is 512 bytes
— while this may be sufficient for most light use purposes, ISP networks tend to place larger Stresses on
routers. Enabling path MTU discovery on the router will ensure that the router will use the optimum (i.e.
largest) MTU possible for acommunication. For example, a router with severd BGP neighbours and
exchanging the full Internet routing table with each neighbour will be able to trandfer this routing table
amog 3 times faster over Ethernet or serid connections with path MTU discovery enabled (dlowing
1500 byte packets) than with using the default MTU of 576 bytes.

Enable path MTU discovery on your router:

Router(config)#ip tcp path-ntu-discovery
Rout er (config)#

While there may not be much visible difference in router performance in the workshop lab, participants
are encouraged to add this command to their default router configuration.
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[P unreachables. When implementing BGP in an ISP network, the classc and recommended way of
insarting a prefix into the BGP table is by configuring a network statement in BGP and a matching dtatic
route to the NullO interface (the so-cdled pull-up route). We saw thisused in Modules 1 and 2.

The benefit ddivered to the ISP network by using this method is that any traffic destined for any IP
address covered by that address block will have a find destination, regardiess as to whether the IP
address is routed on the network or not. For example, if a customer is using a /25 address range out of
the 1SPs /20 address block, and that customer disconnects from the Internet to alow maintenance on their
connection, traffic trying to reach the /25 address block will be*caught” by the aggregate' s null route. This
means the traffic doesn't traverse the ISP's backbone before dying on the aggregation router, but is
caught “early” on as it enters the backbone. This is operaiondly tidier for many 1SPs, and can be less
confusing for Internet users as well.

(The datic route to NullO has many uses, and is one of the tools used frequently in helping with defeating
denia of service attacks on service provider and end user networks.)

However, the sde effect of doing thisis that the router has to send a response that the packet has reached
adedtination — this response is that the destination is “unreachable’. Each packet generates one response
— an ICMP unreachable message. For a stream of packets, this can introduce some burden on the router
CPU, so many 1SPs configure the NullO interface to not send ICMP unreachables — the packets end up at
the NUllO interface and are slently discarded. Thisis much lighter on the router CPU.

Firgt ask your neighbour to ping any IP address in your address block — the router should respond with a
series of “UUUUU”, indicating a host unreachable.

Now disable the sending of ICMP unreachables on your router’s NullO interface:

Rout er (config)#interface Null O
Rout er (config-int)#no i p unreachabl es

If you now ask your neighbour repest the ping — there should be no response at dl, the router smply
displaying aseriesof “.....", indicating no response what so ever.

Try this with your neighbour’s address block too, before and after they have disabled the ICMP
unreachable processing on thelr router.

Shutting down BGP peerings. A ussful feature is the ability to shut down eBGP peerings— most BGP
implementations have this functiondity now, and 10S has had it for a few years (even though many
operators don't redise s0). If a peering needs to be temporarily disabled, ether to help with
troubleshooting, or to suspend a peering, etc, then the shutdown option is substantialy better to use than
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the old method of amply removing the configuration atogether. The syntax is very sraight forward —
neighbor x.x.x.x shutdown. To reactivate the neighbour again, the reverse is used — no neighbor
X.X.X.X shutdown. Be careful with the reactivation command — forgetting the shutdown option will result
in the entire configuration for this neighbour peering being removed.

For this gep, dl router teams are going to shutdown the eBGP peerings they have configured on their
routers. Routers 2 and 9 have two eBGP peerings, the rest have just one. An example configuration might
be:

router bgp 2
nei ghbor 100.2.33.2 remte-as 3

nei ghbor 100. 2. 33. 2 shut down
!

which shuts down the BGP peering between the locd router and its 100.2.33.2 neighbour.

5. Usng eBGP multihop. Some ISPs use a concept caled eBGP-multihop for their eBGP peering
sessons. While this practise is strongly discouraged unless circumstances dictate otherwise, it is worth
looking at the corfiguration so that the concepts can be understood.

eBGP multihop basicdly means that the eBGP router disables the check that the eBGP neighbour is
accessible on a directly connected interface of the loca router. This alows the service provider to
establish an eBGP sesson between the locd and a distant router in the neighbouring AS. Some |SPs do
this as they have a policy of only running BGP in their core network devices, and don't or won't support
BGP on their aggregeation/edge devices.

This gep will reconfigure the lab eBGP sessons to use eBGP multihop insteed of direct neighbour
peering. The IOS configuration command is neighbor x.x.x.x ebgp-multihop N where N represents the
number of TCP hops away the neighbour X.x.X.x is. Some |SPs make N equa to 255 — which meansthe
neighbour can be up to 255 hops away. Other |SPs actualy specify how many hops away the peer is.
The former is easy to manage — you don't need to worry about internd topology changes of your
neighbouring ISP — but it can be highly risky too, as it is possble that the peering path between your
router and your ebgp-multihop neighbour might change to one that you do not expect’ (or want).

A more complete configuration example would be as follows. The datic route for the 1.2.3.4/32
degtination is required — BGP cannot use a next-hop which has been learned by BGP (and as ISPsdon't
run |GPs between their networks, a static route iswhat is required).

router bgp 55
nei ghbor 1.2.3.4 renote-as 56

!t isfor this reason that many |1SPs simply won’t permit or support ebgp-multihop configuration on their networks.
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nei ghbor 1.2.3.4 ebgp-multihop 5
I

ip route 1.2.3.4 255.255.255. 255 serial O
!

Findly, ebgp-multihop is usudly run between loopback interfaces on peering routers. It doesn’t have to
be, but it by and large is, and for the same reasons that iBGP is run between loopback interfaces.
L oopbacks rarely change, whereas physica interface addresses can quite often do so.

Now convert al the eBGP sessions 0 that they use ebgp-multihop between the loopback interfaces of
the peering routers. Use the correct number for the TCP hop count. And remember the static route to
point to the remote router address. An example configuration might be:

router bgp 2
nei ghbor 100. 3. 15. 224 rempte-as 3

nei ghbor 100. 3. 15. 224 ebgp-nul ti hop 2
|

i p route 100. 3. 15. 224 255. 255. 255. 255 serial 0/0
!

Check that the eBGP sesson comes up — if it doesn't check with your neighbour that they have aso
completed this step. The prefixes advertised by your neighbouring AS will have next hop of the peer
address (as before).

Note that the configuration for the neighbour 100.2.33.2 should be smply shut down (asit was in the
previous step!) because we will be removing the ebgp-multinop configuration and reverting to the direct
eBGP configuration at the end of this exercise.

Checkpoint #1: Call the lab instructors and let them know that you have completed the module up to
this point. Once the lab instructors have demonstrated the eBGP multihop configurations to the rest of
the class, you will be asked to carry on with this Module.

STOP AND WAIT HERE

6. Remove ebgp-multihop configuration. The ebgp-multihop configuration added in the previous steps
should now be removed. And the prior directly connected point-to-point configuration should be re-
enabled (in other words, do a no nei ghbor x. x. x. x shut down on the affected eBGP peering). So
something like the command sequence following:

Rout er 1#conf t

Rout er 1(confi g)#router bgp 1
!

I First reactivate directly connected eBGP with Router 13
5
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Rout er 1(confi g-rout er)#no nei ghbor 100.1.2.2 shutdown
!

I Now renpve Router 13 eBGP peering which used ebgp-nultihop
I

Rout er 1(confi g-rout er)#no nei ghbor 100. 4. 47. 224
I

Rout er 1(confi g-router)#end
Rout er 1#

Once this is complete, there should be no more ebgp-multihop configuration in the network. The previous
steps were there Imply to show how it is configured. As mentioned earlier in the module, and in the BGP
presentations, use of ebgp-multihop is strongly discouraged.

7. Prefix Threshold Warning. In the lab network we are deding with only a limited number of prefixes —
each router is originating one prefix into the BGP routing system. In the Internet, there are well over one
hundred thousand prefixes, and only routers with large amounts of memory can handle such large
numbers. It's for this reason that many |SPs implement a so-called cut-off system on thair routers— if they
receive more prefixes than they expect from an eBGP peer, then the router can first warn them and then
tear down the BGP sesson if the warnings are ignored and the router is in danger of running out of
memory. (A downed BGP sesson is more likely to be noticed more quickly than an oscillating BGP
session caused by a router which has run out of memory. Smilarly, adowned BGP sesson will have less
severe impact than a BGP sesson which is receiving thousands of spurious prefixes and causing havoc in
the ISP srouting system.)

The 10S BGP subcommeand to set this maximum prefix isthis

nei ghbor x.x.x.x max-prefix n [threshold] [warning-only] [restart m

where t hreshol d is the percentage of max-prefix when the router will sart sending warning
MeSSages, war ni ng- onl y Sops the router from tearing the peering down when nax- pr ef i x isreached,
andr est art misthetimein minutes before the router will attempt to restart the eBGP session.

For this step, the Router Teams will set a maximum prefix limit on dl their eBGP sessions. There are 14
prefixes vigble in the routing sysem, o it's suggested that a useful limit to use might be 20. The
configuration to do so issSmilar to this

router bgp 2
nei ghbor 100.2.33.2 renpte-as 3

nei ghbor 100. 2. 33.2 nmax-prefix 20
!
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This means that the router will tear down the BGP sesson when the number of prefixes learned from
100.3.15.224 exceeds 20. With existing 10S defaults, the router will warn by log messages that the limit
Is getting close when it has recelved 15 prefixes (or 75% of the threshold).

Checkpoint #2: Call the lab instructors and let them know that you have completed the module up to
this point. Once everyone has reached this stage, the lab instructors will introduce more prefixesto the
BGP routing system, as described in the next step.

8. Testing max-prefix. The lab ingructors will now introduce more prefixes to the routing system in the
workshop lab network. All Router Teams should watch for the warning log messages gppearing in ther
router log files, for example like:

9BGP- 4- MAXPFX: No. of unicast prefix received from 100. 1. 2.2 reaches 16, nmax 20

and when the actud max-prefix limit has been reached, messages such as.

YBGP- 3- MMXPFXEXCEED: No. of unicast prefix received from100.1.2.2: 21 exceed linmt 20

and the resultant tear down of the BGP session. Router Teams should experiment with using the warning-
only keyword, as well as the restart timer. The ingructors will dlow sufficient time for this, and will
demonstrate each option before moving on with this Module.

Checkpoint #3: Wait at this point until the Lab Instructors have completed demonstrating the
maxi mum-pr efix function available for the BGP session.

STOP AND WAIT HERE

9. Maximum-prefix summary. Before moving onwards tidy up from the previous steps, but leave ausable
and working maximum-prefix configuration in place. It is recommended that maximum-prefix should
become part of the ISP's standard BGP configuration. All operators should know exactly how many
prefixes they should expect from each eBGP neighbour and should set an gppropriate limit.

10. Limiting AS-path length. Aswith limiting the number of prefixes learned from a peer, the router can dso
be configured to limit the length of AS-paths learned from peers. Configuring this limit means that the
router will discard dl prefixes with an AS-path length longer than the limit.

The syntax for this command is as follows:

bgp maxas-limt n
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where n isthe maximum AS-path length permissible for any prefix. All Router Teams should configure this
in their BGP configurations. It is suggested that n should be 5 for this workshop — this is two more than
the longest AS-path length ever likely to be seen (there are 4 ASNS).

11. Effect of limiting AS-path length. On completion of the previous step, the router teams should now
atifiddly increase the length of AS-paths of prefixes announced in eBGP sessons to their neighbours. To
do this, they should use aroute-map with the as- pat h pr epend subcommand on the eBGP peerings.

Recdl that the find exercise in Module 4 demondrated rudimentary traffic engineering using the as-path
prepend congruct in a route-map. Consult your notes from Module 4 to congtruct a route-map to

increase the as-path length of the prefix you originate into the routing system when you announce it to your
nelghbours.

The following configuration snippet is an example of what is expected:

router bgp 2
nei ghbor 100.2.33.2 remote-as 3

nei ghbor 100.2.33.2 route-nmap increase-as-out out
!

route-map i ncrease-as-out permt 10
match i p address prefix-list myaddress
set as-path prepend 2 2 2 2 2

route-map i ncrease-as-out permt 20
I

ip prefix-list nyaddress permt 100.2.32.0/20
!

The route-map only applies the as-path prepend of five times AS 2 to the prefix originated by the router
above. Other prefixes learned by the router through its other BGP sessions are announced undtered.

Q. What happens to the announced prefix? Y ou may need to ask to see the console of your neighbour’s
router.

A. The prefix is discarded. And you should see log messages smilar to:

9BGP- 6- ASPATH: Long AS path 6435 145 6175 109 16713 3549 790 6667 received from
192.168.1.1: Mre than configured MAXAS-LIMT

in the router logs, and that the prefix with this long path is not present in the BGP table. Try changing the
maxas-path limit vaue and see what happens.
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Checkpoint #4. Wait at this point until the Lab Instructors have completed demonstrating the maxas-
path function available for the BGP session.

STOP AND WAIT HERE

12. Maximum AS-path length summary. Before moving onwards tidy up from the previous steps,
removing the route-map which was added to atificialy increase the as-path length of the originated
prefixes, but leave a usable and working maximum-prefix configuration in place. It is recommended that
maximum as-path length limit should become part of the ISP’ s sandard BGP configuration. The Internet
is only around 5 ASNs deep on average, and a maximum length seen over the last decade, including
prepends (and excluding accidents!), has been 27 ASNs. Many ISPs set alimit around 25 or 30, and this
avoids problems should the inevitable accidents happen.

13. AS masquerading. Another useful tool for ISPs, especidly those on the acquidtion trail, or indeed any
sarvice provider merging ASes into one network, is the | ocal - as BGP subcommand. This dlows a
router in one AS to masquerade being in another AS. For example, if one service provider has bought
another, it's very easy to migrate the network during maintenance periods from one ASN to another
ASN. However, migrating customers and peers can only be done at times that those peers and customers
agree upon — and not many will want to migrate their eBGP sessions when the service provider wants to.
(From persond experience, the author doesn’'t know of many customers who would be happy to get up
at 4am to reconfigure their eBGP session with their 1SPY)

The loca-as BGP subcommand alows the service provider to migrate the ASN the router is using, but
il present the origind ASto his customers and peers routers. The syntax is asfollows

nei ghbor x.x.x.x local-as N

where N is the ASN that the service provider wants to masquerade as — i.e. the ASN that the router
X.X.X.X IS expecting to peer with.

This section is going to introduce this option into the ebgp-sessons in the network. Rather than doing a
wholesale reconfiguration of BGP on dl the lab routers, we will introduce “ghost” ASNS between the
existing ASNS, according to the following table:

Firs AS Inserted AS Second AS
100 2

200 3
300 4
400 1

AIWIN|F
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This means that Router 2 and Router 3 should add in local-as 100 in their eBGP with Router 4 and
Router 5 respectively. Router 4 and Router 5 should replace their peering with AS 1 with a peering with
AS 100. (And smilar for other AS peerings — the first AS adds in the loca-as option, the second AS
changes the eBGP session from that of the First ASto that of the Inserted AS.) For example:

On Router 2

router bgp 1
nei ghbor 100.2.17.2 remote-as 2

nei ghbor 100.2.17.2 |l ocal -as 100
!

On Router 4:

router bgp 1

nei ghbor 100.2.17.1 renmote-as 100
!

Once this work has been completed over the whole workshop network, the eBGP sessions will al be
restored, and AS-pathswill show the inserted AS.

Checkpoint #5: Wait at this point until the Lab Instructors have completed demonstrating the local-as

function available for the BGP session.

14.

15.

STOP AND WAIT HERE

local-as summary. Before moving onwards tidy up from the previous steps, removing the locd-as
configuration which was added, and restore the origind eBGP configuration between the 4 ASes. This
feature aly needs to be used in circumstances described earlier — but it does exist, and makes many
service provide ASN trangition scenarios much easer to plan and implement.

Private ASes. Privaie AS numbers are often used by service providers for multinoming their customers
on to their backbones (for example, asin RFC2270), or for separating out parts of ther interna network
(e.g. for alab or development network), or if they have deployed Confederations to scae their iBGP
mesh. Private ASNs range from 64512 to 65534 — 1023 are available, more than enough for service
provider networks today. Asthey are intended for private use, their assgnment internd to an ISP network
IS proprietary to that ISP — there does not need to be any coordinated assgnment as with the public
ASNs.

For this step, we are going to convert two of the ASes from public numbers to private numbers. AS 1
should change their BGP configuration so that they are in AS 64512 and AS 4 should change their BGP
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configuration o that they are in AS 65500. This will involve changing the entire BGP configuration,
including the IBGP. The easiest way of doing this to make an eectronic copy of the BGP configuration as
it is now, replace the instances of AS 1 with AS 64512 and AS 4 with AS 65500 respectively, remove
the existing BGP configuration from the routersin AS 1 and AS 4, and gpply the new configuration. Note
that the routersin AS 2 and AS 3 will have to change dl instances of AS 1 and AS 4 to the new ASNs.

The eBGP peerings between Router 1 and Router 13, and Router 2 and Router 14 should be shut down
for this step — the only trangt path between AS 1/64512 and AS 4/65500 will be through AS 2 and AS
3.

For example, the main parts of the Router 3 BGP configuration changes from:

router bgp 1

nei ghbor 100. 1. 15.224 remote-as 1
nei ghbor 100. 1. 31. 224 remote-as 1
nei ghbor 100. 1.63.224 remte-as 1

nei ghbor 100.2.17.1 renmote-as 2
!

to:

router bgp 64512

nei ghbor 100. 1. 15. 224 renote-as 64512
nei ghbor 100. 1. 31. 224 renote-as 64512
nei ghbor 100. 1. 63.224 renote-as 64512

nei ghbor 100.2.17.1 remote-as 2
!

The routers in AS 2 and AS 3 which peer with the new private ASes have their configuration changed
amilar to the following example for Router 5:

router bgp 2

nei ghbor 100.2.17.2 renote-as 64512
!

Once this step has been completed by dl participants in the workshop, two ASNs in use will be private,
and two will be public. The BGP table anywhere in the lab will show both private and public ASNsin the
AS-paths.

Private ASNs and the public Inter net. As mentioned in the previous step, private ASNs should not be
used or announced on the Internet. To ensure that private ASNs are not leaked out to the Internet,
configuration which gtrips private ASNs out of the AS-paths should be added to al eBGP sessons.

11
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All eBGP sessionsin the lab should now add configuration to remove these private ASNS. For example:

router bgp 2
nei ghbor 100.3.17.1 remote-as 3

nei ghbor 100.3.17.1 renove-private-AS
!

The neighbor x.x.x.x remove-private-AS line aove will drip out any private ASNs in the
announcements it makes to the eBGP neighbour. Once everyone in the workshop has completed this
task, observe what has happened to the BGP table — note the absence of private ASNsin the BGP table
NOw.

Checkpoint #6: Call the lab instructors and let them know that you have completed the module up to
this point. Once the lab instructors have demonstrated the remove-private-AS configurations to the
rest of the class, you will be asked to carry on with this Module.

STOP AND WAIT HERE

17. Private ASNs and the public Internet (part 2). The remove-private-AS neighbour subcommand will
only remove the private ASNs in certain circumstances. Most especidly, if there is a public ASN in the
AS path, the private ASNs will not be removed, as this Stuation is considered as a configuration error.
This feature sometimes confuses some operators, S0 it's worth demondgtrating it in the confines of the
workshop network.

The Router Teams operating Routers 1, 2, 13 and 14 should now reactivate the eBGP peering between
their routers. Note that the teams will need to change their peering AS numbers (unless this was dready
done as part of the step before last).

Once the two BGP sessions are re-established, look at the AS-paths visble throughout the network.
Note that in some cases, the private ASNs have regppeared — thisis because some routers see the public
ASN in amongst the private ASNS, o the remove-private-AS subcommand has no effect.

18. Summary. This module has introduced some of the more advanced BGP configuration options available
for 1SPs. While this may be an introductory Workshop module, these configuration options are vitd
fundamenta building blocks of any ISP operation requiring to use BGP for their Internet connectivity.
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Review Questions

1. How many pivate ASNs are there? And how do you ensure they are dways removed from the
Internet Routing Table?
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CONFIGURATION NOTES

Documentation is critical! Y ou should record the configuration a each Checkpoint, aswel asthe
configuration at the end of the module.
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